


Artificial Intelligence

Machine Learning

Deep Learning A subset of Al that

The subset of machine learning includes abstruse
composed of algorithms that permit statistical techniques
software to train itself to perform tasks, that enable machines
like speech and image recognition, by to improve at tasks
exposing multilayered neural networks to with experience. The
vast amounts of data. category includes

deep learning

Any technique that
enables computers
to mimic human
intelligence, using
logic, if-then rules,
decision trees, and
machine learning
(includingdeep
learning)
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Fundamentals of machine learning

Data: (Training — validation — test )
Humans learn by observation and unsupervised learning
Machine learning needs lots of (labeled) data to compensate
Model
g = f(x;0)
Optimization

Mathematical optimization: “the selection of a best element
(with regard to some criterion) from some set of available alternatives




Error

* Overfitting

The model is too “complex” and fits -
irrelevant characteristics (noise) in the
data

E.g., model with too many parameters *

Produces low error on the training error
and high error on the validation set
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Deep learning and Machine learning

* Deep learning (DL) is a machine learning subfield that uses multiple
layers for learning data representations DL is exceptionally effective at
learning patterns

Machine Learning
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Classification i Object Detection Instance
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Convolutional Neural Networks (CNNs)

* Convolutional neural networks (CNNs) were primarily designed for
image data

* CNNs use a convolutional operator for extracting data features

* Efficient to train
* Have less parameters than NNs with fully-connected layers

* CNNs are robust to spatial translations of objects in images
* A convolutional filter slides (i.e., convolves) across the image



Convolutional Neural Networks (CNNs)
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Convolutional Neural Networks (CNNs)
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Max pooling. reports the maximum output within a rectangular neighborhood
Average pooling. reports the average output of a rectangular neighborhood
Pooling layers reduce the spatial size of the feature maps



Different types of CNN models

LeNet: LeNet Is the most popular CNN
architecture it is also the first CNN model which
came in the year 1998. ...

*AlexNet: Starting with an 11x11 kernel, Alexnet
IS built up of 5 conv layers. ...

*ResNet: ...

*GoogleNet / Inception:
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