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Challenges with CNN

* Need big data

* Long training time
* Need good
Computer (GPU)

https://i.ytimg.com/vi/j8taOvhHcoU/maxresdefault.jpg



Transfer Learning

Load pretrained network

Early layers that learned Last | that
low-level features )
(edges, blobs, colors) e

‘ specific features

—l—

1 million images
1000s classes

Reuse Pretrained Network

Replace final layers Train network

Training images

MNew layers to learn ot
features specific = H aTﬁiﬁiﬂQ options
to your data set | -,
~—~ Voo
Fewer classes 100s of images
Learn faster 10s of classes

Predict and
assess network accuracy

Testimages

Trained network

Improve network

https://www.mathworks.com/help/deeplearning/transferlearni

ngworkflow.png

Deploy results

Probablity

i)




Our Work
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T-SNE visualization

tSNE-2

40

30

20

10

-10

-20

-30

-40

-50

Covid-19

Normal
Pneumonia-bacterial
Pneumonia-viral
Tuberculosis

-60




60 —

40 —

20

tSNE-3

=20 —

40 —

tSNE-2

20-50

o COVID-19
o Normal
o Tuberculosis

tSNE-1




Conclusion

* 1) We constructed a five-class COVID 19 dataset, named COVID-19 five-class balanced
dataset, including a large number of COVID-19 and tuberculosis images, which was not
investigated before to the best of our knowledge.

* 2) A pipeline of features from 14 individual state-of-the-art pretrained deep networks
combined with machine learning classifier are investigated using a five-fold cross validation
scheme to avoid overfitting, without the need to train the pretrained networks.

* 3) The proposed pipeline can run on a CPU machine, which makes it simple and efficient, and
suitable for low-middle income countries.

* 4) Five-class separability analysis of COVID-19 DF using Silhouette criterion clustering
evaluation and high dimensional t-SNE visualization were investigated to understand the
separation of the 2186 5-class images.
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